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1. Extrema

(a)

(b)

()

Definition. Let f: D — R where D C R”. X € D is a local maximum of f if and only if there

exists an € > 0 such that f(x) < f(X) for all x € B.(X).
If f(x) < f(X) for all x € D, then X is a global maximum.

Definition. Let f: D — R where D C R". x € D is a local minimum of f if and only if there
exists an € > 0 such that f(x) > f(x) for all x € B.(x).
If f(x) > f(x) for all x € D, then x is a global minimum.
Theorem. Let f(z) be a twice-continuously differentiable function of one variable. Then f(x)
reaches a local, interior

e maximum at x* iff f/(z*) =0 and f"(2*) <0

e minimum at 7 iff f/(z) =0 and f’(z) >0

f'(x) = 0 is known as the first-order condition. The sign of f”(x) is the second order
condition.

Example. Consider the function f(x) = In(x) — 2. This function is differentiable, so we can use
derivatives to find the maximum:

f(x) = i 1 (differentiating)
1
0=—-1 (the first-order condition)
x
=1 (solving for z)

1
f(x) = 3 (the 2nd derivative)
1
f(z*) = 3 (plugging in for z*)
f(z*) = -1 (simplifying)

Thus, z* = 1 is a (global) maximum.

*These lecture notes are drawn principally from the mathematical appendices from Microeconomic Theory, by Andreu
Mas-Colell, Michael D. Whinston, and Jerry R. Green, and Advanced Microeconomic Theory, by Geoffrey A. Jehle and Philip
J. Reny. The material posted on this website is for personal use only and is not intended for reproduction, distribution, or
citation. James Banovetz created the first edition of these awesome notes and graciously shared them.



(e) Theorem. Let f: D — R be a differentiable function, where D C R"™. If f(x) reaches a local
extremum at z* € R", then
0f(x)

——— =0 Vi=1,...,n
X4

or, stating in terms of the gradient,
Vf(x)=0

(f) Example. Consider the function
f(z,y) = 82% + 2xy — 32° +y* + 1
The first order conditions are

folz,y) = 2427 + 2y — 62 =0 (the FOC w.r.t. x)
fy(z,y) =22 +2y =0 (the FOC w.r.t. y)

We can manipulate these to find the extremum:

y=—x (from the FOC w.r.t y)
0 = 242% + 2(—2) — 6z (plugging in for y)
0 = 242° — 8z (simplifying)
0 = z(24x — 8) (factoring)

Thus, our two potential optima are

(0,0) and (% —%)

To figure out whether or not each point is a maximum or a minimum, however, we need to
appeal to our multivariate second-order conditions.

(g) Theorem. Let f: D — R be a twice-continuously differentiable function, where D C R™.

e If f(x) reaches a local interior maximum at x*, then H is negative semidefinite at x*.

e If f(x) reaches a local interior minimum at X, then H is positive semidefinite at x.

(h) Example Returning to our example above we can define both the gradient and the Hessian:

Vf(x)=[242® +2y — 6z 2z + 2y (the gradient)
H(z,y) = 48x2— 0 g] (the Hessian)

At (0,0) and (1/3,—1/3) the Hessian is, respectively:

H(0,0) = __26 ;}

1 1 10 2
H(g’—g) - [2 2}
H(0,0) has leading principle minors —6 and —16, so it is indefinite—(0,0) is a saddle point.
H(1/3,—1/3), however, has leading principle minors 10 and 16, so it is positive definite—
(1/3,—1/3) is a minimum.

(i) Aside. So far, we’ve found critical points and assigned them status as local maxima or minima.
We're typically more interested, however, in finding global maxima and minima. The Weier-
strauss Extreme Value theorem gave us a way to guarantee the existence of global extrema; we
also have a theorem to find them via calculus criteria.



(j) Theorem. Let f : D — R, where D C R", be twice continuously differentiable and concave.
Then the following statements are equivalent:

o« Vi(x) =0
e f achieves a local maximum at x*

e f achieves a global maximum at x*

Further, if f is strictly concave, then z* is the unique global maximizer, i.e., f(x*) > f(x) for
all x € D such that x # x*.

(k) Theorem. Let f : D — R, where D C R", be twice continuously differentiable and convex.
Then the following statements are equivalent:

e Vf(x')=0
e f achieves a local minimum at x*

e f achieves a global minimum at x*

Further, if f is strictly convex, then z* is the unique global minimizer, i.e., f(x*) < f(x) for all
xeD.

(1) Example. Consider a profit function f(K, L) given by
f(K,L) = p[In(K) +In(L)] — rK — wL

where p, r, and w are strictly positive parameters, while K and L are (strictly positive) choice
variables. The first order conditions are

- £, (the FOC w.r.t. K)
K*
0= % —w (the FOC w.r.t. L)
Solving these first order condition yields the extrema:
- P =P
r w

To establish this as a maximum or a minimum, we can evaluate the definiteness of the Hessian:

_ D
H= { K2 Op} (the Hessian)
0 -1z
\H,| = —% (the first LPM)
D \2
|Hy| = <ﬁ> (the second LPM)

The leading principle minors follow the signing convention for negative definiteness, |H;| < 0
and |Hs| > 0; thus, the function is strictly concave over it’s domain, so (K*, L*) is the unique
global maximum.

2. Constrained Optimization

(a) Aside. The real “work-horse” problem in economics is one of constrainted optimization—getting
the most out of scarce resources. While much of the the following should be familiar to students,
we will begin by defining terms in relatively simple cases; more general results will be stated later.
Again, understanding how to work through constrained optimization problems is extremely
important in the first-year classes.



(b) Definition. Let f(z,y) be a real-valued function. Consider a relation between the elements (x, y)
that must be satisified, denoted g(x,y) = c. Then the constrained maximization problem is
written:

max f(z,y) subject to g(x,y)=c

f(z,y) is called the objective function, and g(z,y) = c is the constraint.

(c) Aside. With a small number of variables and simple constraints, this problem can be solved
easily via direct substitution. For example:

max f(zy,z2) st. x4 a=1
1,22

can simply be written as a one-variable, unconstrained problem:

max f(z1,1 — x2)
1
This method is occasionally quite quick and easy to work though, and will be useful both micro
and macro. We need a more general tool, however, to handle a broader class of problems.

(d) Definition. Consider a constrained optimization function of the form

max f(xz,y) st.  glx,y)=c

x7y

Then the 3-variable objective function

E(l’,y,)\) = f(l',y) - A[C_ g(l’,y)}

is known as the Lagrangian.

(e) Aside. The importance of the Lagrangian in basic economics cannot be overstated. The key
insight of Joseph-Louis Lagrange was that every constrained problem has an analagous uncon-
strained problem that we can solve with our usual methods.

(f) Theorem. Given a Lagrangian of the form

£(I, Y, )‘) = f(xu y) - /\[C - g(l’,y)}
The first-order conditions are

0L() _0f() _090)

or  Ox or 0
OL() _of() og() _
dy Oy - oy =0
OL() _ _
—x ¢~ g(x) =0

Any points (z*,y*, A*) that solve these three equations simultaneously must be critical points
of f(x,y) along the constraint g(x,y) = c.

(g) Example. Consider the maximization problem

max (—az] — br3) st. x+ a9 =1
x1,T2



We can employ the Lagrangian method to find potential extrema. The Lagrangian is given by:
L(x1,79,\) = —axs — by + M1 — 21 — 1)

The FOCs of the Lagrangian are:

0§() = —2ax1 —A=0 (w.r.t. x7)

I

8§<) = —2bxy —A=0 (w.r.t. zo
o)

oL(-

Solving this three-equation, three-unknown system:

2ax1 = 2bxy (combining the 1st and 2nd FOCs)

a :
Ty = 5371 (solving for z5)
0=1—x; — (%:m) (plugging in for x5 in the 3rd FOC)

._ b .
= (solving for z1)

* a .
R (solving for z5)

2

A= - jb—bb (solving for \)

(h) Aside. Depending on the textbook you read, A is either considered to be of great importance, or
of no importance whatsoever. In the context of economics problems, if we set up the Lagrangian
a particular way, and if our typical assumptions are fulfilled, A will end up having a very
interesting interpretation.

While these formulations and examples have been with two variables and one constraint (a very
common set up in 1st-year micro theory), Lagrange’s theorem can handle a much wider class of
problems.

(i) Theorem (JR THM A2.16). Let f : D — R, where D C R". If m < n, consider the optimization
problem

O}Zt f(x) subject to ¢1(x) =
92(x)

C2

9m (X) =Cm
where g;(x) is real valued for all j. The associated Lagrangian is defined as

m

LExX) = )+ Ales = 9;()]
j=1
If the following conditions hold:
e f(x)and gj(x), j =1,...,m are continuously differentiable over D C R"
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(k)

e x* is an interior optimum (maxima or minima) of f(x) subject to the m constraints

e Vgi(x),7=1,...,m are linearly independent
Then there exist m unique numbers A7, j = 1...,m such that:
L(x* X‘) dg,(x ,
- N2 — ), =1,...
ox; (9@ X_: 8% T heeh

Aside. This is the more general statement of Lagrange’s Theorem. Essentially, we need f and
all the ¢’s to be differentiable. Then, if we're at an interior optima, and our m constraints are
actually different, then we will get m different values of A (one for each constraint) that make
all of our first order conditions equal to zero.

Example. Geometrically, we can interpret the Lagrangian as finding the tangency between our
objective function f(z1, zs) and our constraint g(z1,z2) = c¢. Consider a level set of our objective
function at yo:

Yo = f(x1,z2) (a level set at yg)

We can think about the total differential:

0= fi(z1,ma)dxy + fox,x9)dxs (the total differential)
Z—Z = —28 (solving for dxs/dxy)
This gives the slope of the level curve L(yp). Similarly, we can manipulate the constraint:
c = g(xq1,x9) (the constraint)
0 = g1(x1, x2)dxy + go(x1, T2)dxs (the total differential)
ds _ 9:()

/L — solving for dx,/dx
7, 70) ( g 1/dx)

This gives the slope of of the constraint. From the FOCs of the Lagrangian associated with this
problem, we obtain the conditions:
fl(f{’ l‘;) _ gl(m; ZE;)
folzl, @3)  ga(af, 23)

c=g(x7,x3) (from the FOC w.r.t. \)

(from the FOCs w.r.t. z; and x5)

Thus, the slopes are equal at the critical points:

X2 4

=C




(1)

(n)

Aside. This is the graph for a “well-behaved” maximum, but we’re not always guaranteed
these shapes. We're only guaranteed that the two curves are tangent, not that we’ve found a
constrained maximum. For that, we need to appeal to the second-order conditions. Our second-
order conditions are related to the quasiconcavity of a function; but we actually have a slightly
less strict condition for Lagrangians. Indeed, the function only needs to be “well-behaved” along
our constraint.

Definition. The matrix associated with the Lagrangian, denoted H, is defined as

_ U
H= g L L
g2 Lo Lo

This matrix is the bordered Hessian of the Lagrangian function.

Aside. We can find the first and second derivatives to help with the intuition of this matrix.
Consider the system of first derivatives, arranged to be:

Ly =c—g(ry,22) (derivative of £ w.r.t. \)
Ly = fi(z1,x2) + Mgy (21, 2) (derivative of £ w.r.t. x1)
Lo = fo(x1,x2) + Ag2(71, 22) (derivative of £ w.r.t. z3)

If we interpret this as the gradient, we can take another set of partial derivatives to obtain the
“Hessian” of L:

§ 0 —g1() —g2(-)
H=|—q() fui(-)+Xg11(:) fi2(*) + Ag12() (the “Hessian” of L)
—92(-)  far(-) +Agar(+)  faz(v) + Agaa()

It turns out that we're mostly interested in the leading principle minors of this matrix. Recall
that we can scale rows of a matrix, and the determinant will scale correspondingly. Thus, if we
scale two rows by —1, the determinant will remain unchanged. Further, we can substitute in
L;; to obtain:

_ 0 g1 9
H=|g L1 Lo (the bordered Hessian)
g2 L1 Lo

Note that this is very similar to our previous bordered Hessian, except that our border is formed
by the first derivative of our constraint, rather than the first derivative of the function.

Theorem (JR THM A2.17). Given a Lagrangian of the form

L(x1, 72, A) = f(21,72) + )\[C - 9(951,%2)}

If (z7, x5, \) solves the first order conditions and |H| > 0 (|H| < 0) at that point, then (7, x3})
is a local maximimum (minimum) of f(x1,z5) subject to g(x1,x2). This is the second order
condition.

(p) Example. Recall our previous example:

L(z1,22,\) = —az] — bas + A[1 — z1 — 23]

This yielded the critical point

NN b a 2ab
(xl’xz’)\)_(a—kb’a—i—b’ (l+b)

7



Writing out the Hessian to evaluate our second-order conditions:

H= ? —12a (1) (the bordered Hessian)

1 0 —2b
|Hi| =0 (the first LPM)
|Hy| = —1 (the second LPM)
|Hs| = 2(a + b) (the third LPM)

Note that our first LPM should always be zero; the second should always be non-positive; the
third here is postive, meaning that we’re at a local maximum.

(q) Theorem (CW 12.3). Consider a constrained maximization problem with x € R® and m < n
equality constraints:

Lx,A) = f(x)+ Y Aile; — 95(x)]
j=1
Then the bordered Hessian is given by
i 991 () 991 () 7
0o ... 0 g;l e 8;n
) 0o ... 0 %T e %Tn
=
9g1(-) dgm()  92L() 92L()
Ox1 e Ox1 Or10x1 °°  Ox10Tn
991() dgm()  9°L() 92L()
L Oz, e Oxn Orndr1 =~ OxnOxy -

Let (x*, A") solve the first-order conditions. Then:
e x* is a local maximum of f(x) if |Hy,,| has the same sign as (—1)™ and the leading principle

minors alternate in sign thereafter.

e X" is a local minimum if | Hy,,| and all subsequent leading principle minors have the same
sign as (—1)™.
(r) Aside. Note a few things about the signing convention:
e The first m leading principle minors are zero matrices (every element of |H;| through |H,,|
is zero).

e The next m — 1 leading principle minors will have a determinant of zero (|H|,,;1 through
|Hopm—1]). For example, with two constraints, consider |Hj|:

B 0 0 T
|H3| =10 0 w|=0
rr Y1 o~

e The 2mth leading principle minor will be signed deterministically, and thus contains no
relevant information. For Example, with two constraints, consider |Hyl:

0 0 Tr1 T2
0 0 wn w
T Y s 22
Ty Y2 22 W

|H4| = = (l"lyz - ?/1$2)2

8



An alternative way to remember signing conventions is to think about about flipping the con-
ventions once for each border we add. For example:

e 0 Borders: —, +,—,+... (max) or +,+,+,+,... (min)
e 1 Border: +,—,+,—,... (max) or —,—, —, —,... (min)
e 2 Borders: —, 4, —, +,... (max) or +,+,+,+,... (min)

This may be more convenient to remember, but we also need to recall the fact that our first
2m — 1 LPMs will be zero.

(s) Aside. This is a good fact to know, but it will virtually never come up in the first year courses
with more than two constraints. In terms of testing material, neither the students nor the
professors learn much by taking determinants of large-scale matrices.

3. Kuhn-Tucker Conditions

(a) Aside. In the preceding discussions, we limited ourselves to about equality constraints, e.g.,
the condition g(xi,z9) = ¢ has to hold with strict equality. We can relax this to inequality
constraints, to handle a wider array of problems. This leads us tothe Kuhn-Tucker conditions.

(b) Example. Consider a case with two constraint sets, g;(x1,22) < ¢; and go(xe, 22) = ¢o, where
WLOG, g is the steeper of the constraints:

332,\ x2/\

g1() =a

92(") = ¢

\
ISR 2
ol

The feasible set. An optimal solution.

Note that the graphical interpretation can be represented in terms of slopes of the objective
function and constraints, i.e.,

_99:1()/0x1 _ Of()/9r1 _  gs(-)/ 0
O (-)/0x2 = Of(:)/0x2 = 0ga(-)/Ox2

This says that the slope of the function at the optimum must be no flatter than g»(-) and no
steeper than g;(-). In other words, for well-behaved functions, there are three possible solutions:

e f(-) is tangent to go(+)
e f(-) is tangent to ¢i(+)
e f(-) is optimized at the intersection of gs(-) = ¢1(+)

More formally, we still satisfy our typical first-order conditions, e.g.,

Z/\ 99;(X) i =1,

8951 8@



where A} > 0 and A5 > 0. Then the slope of the level curve is a linear combination of the slopes
of the two constraints! Both constraints are binding in the picture above; this is not necessary,
and we can formalize all of this with the Kuhn-Tucker theorem to help us find solutions in these
types of cases.

(¢) Theorem (JR A2.20). Let f(x) and g;(x), j = 1,..., m be continuously differentiable real-valued
functions defined over D C R".

e Let x* be an interior maxima of f(-) subject to the constraints g;(-), j=1,...,m.

e Let Vg;(x*) be linearly independent for every binding constraint

Then there exists a unique vector A* € R™ such that (x*, A") satisfies the Kuhn-Tucker
conditions:

fori=1,....n

OL(x*, )\*) L0g;(x*)
ox; 83:1 Z Aj Bxl =90,

with A; > 0 for all j = 1,...m. Further, AL, = 0 for all j = 1,...,m. This is known as
complementary slackness.

(d) Aside. We need to be a litte more careful when constructing Kuhn-Tucker FOCs, to make
sure that all of our As are positive to match the theorem directly; in our contexts however, we
frequently end up simplifying things a big.

(e) Example. Consider a typical utility-maximization problem with an income-inequality constraint
and non-negativity constraints on consumption:

max U(z,y) st. po+p,y<M and >0,y >0

x?y

Writing out the Lagrangian to conform to our Kuhn-Tucker formulation requires the use of three
explicit constraints:

ﬁ(l’,y, )\M7 )\$7 )\y) - U(x,y) + )‘m[M — Pz — pyy] + )‘m[x - 0] + )‘y[?/ - O]

Then our Kuhn-Tucker first-order conditions are:

Lo =Us(z,y) + A[—pe] + A[1] =0 (w.r.t. )
L, =Uy(z,y) + Au[—py] + A[1] =0 (w.r.t. y)
Ly, =M —px—pyy >0 (Wrt. Ap)
Ly =2-0>0 (wort. As)
Ly, =y—0>0 (wrt. A

with A\, Ly,, = 0, ALy, =0, and A\, L), = 0. These complementary slackness conditions can be
interpreted as follows:

e If our income constraint binds, then M —p,x—p,y = 0 and there is positive value to relaxing
the constraint, so \,, > 0. If our income constraint does not bind, then M — p,x — p,y > 0
and there is no value in relaxing the constraint, so \,, = 0.

e [f our non-negativity of x binds, then x = 0 and there is positive value in relaxing the
condition, so A, > 0. If z > 0, the constraint does not bind, so there is no value in relaxing
the constraint and A, = 0.

o If y = 0, there is value in relaxing the constraint, so A, > 0. If y > 0, there is no value in
relaxing the constraint, so A\, = 0.

10



This gives us a algorithmic framework with which to tackle more complicated problems.
(f) Example. Consider a quasi-linear utility maximization problem:
n%zzx In(z)+y st. M>px+py and x>0,y >0
where p, > 0, p, > 0, and M > 0. Then our associated Lagrangian is
L(z,y,\, 7y, my) = In(z) + y + A\[M — pz — pyy| + 7, [z — 0] + 7, [y — O]

Note that if either of our latter two constraints bind, it implies a corner solution. The Kuhn-
Tucker formulation helps us spot potential corner solution in a systematic way. Our KTFOCs:

1
L, = - + A=ps| + m[1] =0 (w.r.t. x)
L, =1+ A-p,)]|+m[1l]=0 (w.r.t. y)
Lyx=M—p,x—pyy>0 (w.r.t. A)
Lr,=2—02>0 (wrt. Ag)
Lr,=y—02>0 (w.r.t. Ay)

With our KTFOCs, we can systematically consider the various combinations of binding con-
straints to find solutions:

e All three are binding (x =0, y = 0, and M = p,x + p,y). This clearly is inconsistent, so
we can discard this as a potential solution.

e L. and L, are binding. Then our FOCs become:
1

L, = i Ape + 7, =0 (w.r.t. x)
L,=1-Xp, =0 (w.r.t. y)
Ly=M—p,x—pyy=0 (w.r.t. A)
L, =x=0 (w.r.t. m)

This is also inconsistent, as 1/0 is undefined, so we can discard this as a potential solution.

e L, and L, are binding. Then our FOCs become:

1
L,=——Ap, =0 (w.r.t. z)

x
L,=1-Xp,+7, =0 (w.r.t. y)
Lyx=M—p,x—pyy=0 (w.r.t. A)
Ly, =y=0 (w.r.t. m)

From our third FOC (w.r.t. A) and our fourth FOC (w.r.t. m,):

M

rr=— (solving for z)
Pz

y =0 (by assumption)
1

A= v (solving for \)

11



These are usually the pieces we're after, but for completeness we can examine the final two
Lagrange multipliers:

m, =0 (by assumption)
T, = p—]\j/[ - (solving for )

Thus, this is a solution to the system, so long as pM < 1.
Yy

e [, is binding. Then our FOCs become

1
L,=——Ap, =0 (w.r.t. x)
x
L,=1-Xp,=0 (w.r.t. y)
Ly=M—-p,x—py=0 (w.r.t. A)

Solving our first two FOCs for A and setting them equal:

1 1
= — (from £, and L,)
Pz Dy
o= (solving for z)
Pz
M = p, <%> + Dyy (plugging x into L))
M
yr=—-1 (solving for y)
Dy
1
A= — (solving for \)
Dy
m, =0 (by assumption)
m, =0 (by assumption)

e No constraints bind. This is clearly inconsistent, since our utility function is strictly in-
creasing, so we can discard this as a potential solution.

(g) Aside. Hopefully, we've seen these types of problems before. We should become familiar enough
with optimization problems to recognize when we can skip the entire Kuhn-Tucker formulation.
That said, for more complicated utility functions, e.g.,

U(z1, 2, 23) = 21 + In(z2 + In(1 + 23))

where it’s not as easy to spot potential corner solutions, Kuhn-Tucker helps us be systematic
in solving the problems.

(h) Aside. Note that we will frequently see an alternative formulation for maximization problems
with inequality constraints. If we have the maximization problem:

max U(xz,y) st. g(x,y)<c and >0,y >0

'Z,7y

12



We will frequently write the Lagrangian with just one constraint:

L(z,y,\) =U(z,y) + Ac—g(z,y)]

Then the Kuhn-Tucker First Order Conditions are:

L, =U(x,y) — Agz(z,y) <0, xL, =0 (w.r.t. x)
L, =Uy(z,y) — Agy(z,y) <0, yL, =0 (w.r.t. y)
Ly=c—g(x,y) >0, My =0 (w.rt. \)

This is equivalent to our KTFOCs above, since 7, and 7, were non-negative values. Again, the
statement that the variable multiplied by the condition equals zero is complementary slackness.

Example. Consider a situation with multiple linear constraints: a consumer faces the typical
budget constraint, but also has a coupon constraint (sometimes used as a rationing mechanism).
Suppose we have U = zy*, M =100, p, =p, =1, C =120, ¢, =2, ¢, =1 and z,y > 0. Then
the Lagrangian can be written:

L = xy* + M\ [100 — z — y] + A\ [120 — 22 — g

The KTFOCs can be written:

Lr,=1y"—X\ —2) <0 x>0 2L, =0
L, =2xy— X — X <0 y >0 yL, =0
Ly, =100 -2 —y >0 A >0 MLy, =0
Ly, =120—22 —y >0 Ay >0 ALy, =0

Note that we can dispense with thinking about corner solution here: given the utility function,
it should be clear that positive amounts of both goods need to be consumed. Now, check the
situations for each of the two budget constraints:

e Let the first budget constraint bind:

y>— A =0 (w.r.t. x)
20y — A =0 (w.r.t. y)
100—2z—y=0 (w.r.t. Ap)

From the first two constraints, we can obtain a relationship for x and y:

y® = 2zy (from the 1st two FOCs)
y=2x (solving for y)
0=100—x —2x (plugging into the constraint)
100
T= 5 (solving for x)
200
y= 5 (solving for y)
< 4000
A = 5 (solving for \)

13



But, we need to check if our second constraint is indeed slack:

100 200 . .
- == (testing the constraint)

0£120—2|—
7 {3 3

This violates our assumption that the second constraint is non-binding, so this is not a
solution.

e Let the second budget constraint bind:

Y’ =20 =0 (w.r.t. z)
20y — Ay =10 (w.r.t. y)
120 -2z —y =20 (w.r.t. Ag)

From the first two constraints, we can obtain a relationship for x and y:

2
% = 2zy (from the 1st two FOCs

y = 4x (solving for y
0=100 —z — 4x (plugging into the constraint

)
)
)
(solving for z)
(solving for y)

)

A5 = 3200 (solving for Ay

Again, we need to check if our first constraint is indeed slack:
0 <100 —20—80 (testing the constraint)

This is an odd case, where the constraint “binds,” but only “just so.” That is, it is tech-
nically mathematically binding, but not economically. That is, the second constraint holds
with equality, but there is no value in relaxing the constraint! Thus, this is both the solution
when only the second constraint binds, and the solution when both constraints bind!

(j) Aside. Note that we don’t need to think about the constraint qualification (the linear inde-
pendence of the gradient of binding constraints) all that frequently. We can think about an
example, however, to demonstrate when they might fail. Consider the maximization problem:

max 71 st. 2o — (I —21)* <0andz,29 >0
1,22

The Lagrangian is then
L(z1, 02, A, 1, T2) = 21+ A[0 — 22 + (1 — 21)°] + mi[z — 0] + maly — 0]

The KTFOC are:

L1=1+A=31—-21)*]4+m =0 (w.r.t. a;
Lo=—-A+m=0 (w.r.t. x9)
Ly=0—x+ (1 —21)*>0 (w.r.t. )
L, =2,—0>0 (w.r.t. m)
Ly, =x2—02>0 (w.r.t. mo)
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Where we have complementary slackness. The optimal solution here is (1,0), but note then the
inconsistency in the 1st FOC:

Li=1+A0]+m =0 (the first FOC)

m o= —1 (solving for )
This is a result of a failure of our constraint qualification. The gradients of our constraints are:
V]zi] = [1 0] V]zs] = [0 1] Vize — (1 —21)°] = [3(1 —21)* 1]
At the optimum, however, the gradient of the two binding constraints are:
Vi) =1[0 1] Vizy — (1—2})’]=1[0 1]
Graphically, these constraints produce a somewhat odd constraint set:

X2 A

(1,0 \

Ty

As we can see, the slope of our constraint x5 = 0 is the same as the slope of our constraint
xy — (1 — 1) = 0 at the optimal point (1,0)-one interpretation is that we don’t actually have
two different constraints at the optimum. While this type of problem won’t come up much in
economics, it is a possbility in more complicated non-linear programming problems. Luckily, we
have a a few useful theorem that avoids a lot of the technical details in constrained optimization.

Theorem (CW 13.2). Consider the constrained optimization problem

O)Izt fx) st gix) <, gm(x) S e
If gj(x) is a linear function for j = 1,...m and the feasible set is convex, then the constraint

qualification will be met and the Kuhn-Tucker conditions will hold at an optimal solution.

Aside. Recall the example where we were looking for corner solutions in a very mechanical
way (e.g., without using our economic intuition). This theorem guaranteed that we would find
solutions, since our constraint set was the budget-set “triangle.” Further, we were guaranteed
that our solutions were optimal (without checking any second-order conditions) by the following
theorem.

Theorem (MWG THM M.K.4). Consider the constrained maximization problem
Hl)f(iX f(X) s.t. gl(X) =C1y. - 7gm<x) =Cm

Suppose the feasible set formed by g;(x) < ¢;, j = 1,...,m is a convex set and that f(x) is
strictly quasiconcave. Then there is a unique global constrained maximizer.

15



(n)

Aside. This ends up going a long way in helping us with problems. Most functions we use in
the first-year sequences are strictly quasiconcave, so we can rely on this without checking all of
our more technical definitions to ensure we have a solution.

4. The Envelope Theorem

(a)

Definition. Consider the maximization problem

max f(x,a) st gj(x,a)<0,j=1,...,m

Where x € R" is the vector of choice variables and a € R* is a vector of parameters that enter
the objective function, constraint, or both. Then with the following assumptions:

e Let A be the set of parameters under consideration. For every a € A, there exists a x such
that the constraints are satsified.

e For each a € A there is a solution to the optimization problem.

e For a vector a, the maximized value of the objective function is f(x(a),a).

Then the value function V'(a) is defined as

V(a) =max f(x,a) st. gj(x,a)<0,j=1,....,m

Example. Recall a typical utility maximization problem, e.g.,

max 2%y st. M > p.x+py
x7y

If we set up and solve this Lagrangian, we obtain the demand functions:

alM . 1—a)M
Yy (Mapampy) = u
Dz py

2" (M, py, py) =

Further, our Lagrange multiplier is:

a\* /1—a\'"™
( y) o o

We can plug the demands back into the utility function to obtain the indirect utility function:

e -n (3 (5

This is precisely the value function V(M, p,, p,) described in our definition. The interpretation
of this function is “plug in any parameter values, the function gives the optimal utility level for
those parameters.”

Theorem (JR THM A2.22). Consider the constrained maximization problem:

max f(x,a) st. gla)<o0

Assume that:
e f and g are differentiable

e x(a) is the unique solution
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e The constraint g binds for all values of a
e L(x,a,\) is the associated Lagrangian and V' (a) is the associated value function
e (x(a), A(a) satisfy the Kuhn-Tucker conditions
Then the Envelope Theorem states that for every a:
oV(a) 0L
da;  9a;lx(a) @)

Example. We can “prove” that this is true by taking derivatives and manipulating our conditions
with a little bit of algebra. Note that the Lagrangian is

L= f(x,a) — A[g(x,a)]

The first order conditions from this, evaluated at the optimum, are:

_ 9f(x(a),a) dg(x(a), a) - x
O—T—A(a)T fori=1,...,n (*)
0 = g(x(a),a) (the constraint)

We can also differentiate both sides of the constraint, using the chain rule, for reasons that will
become apparent shortly:

" [dg(x(a),a) Ox;(a Jdg(x(a),a o
o- 3 [letehe) it datea. .

=1

Note that the derivative of £ with respect to a; is simply:

%fj = aféz; a)_ )\ag{(;;;a) (differentiating w.r.t. a;)
oL 0f(x(a),a)  dg(x(a),a) .
-~ = — |
9 e 9a; A 9a; (evaluating at x(a))
Further, consider the value function:

V(a) = f(x(a),a) (the value function)
oV(a) <~ [0f(x(a).a) dui(a)]  0Of(x(a),a) .
SAA . : he chain-rul

D, ; [ oz, D, + 9a; (by the chain-rule)

Consider the preceding sum. We have n terms in the brackets, but these correspond to the n
conditions in our 1st “general” FOC (*):

oV (a) _ Z {)\(a) dg(x(a),a) 83@(21)} N df(x(a),a)

aaj 8351 8(1]' aaj

(substituting)

=1

@y [89("(&)’ a). @mz‘(a)} | f(x(a).a)

oz da, da, (pulling out the constant)

i=1

Finally, note that the sum can be put in terms of our differentiated constraint (**):

—a‘a/éj) = \(a) [— 89(};(;)’8[)} + 6f(>;(aa;),a) (substituting)
— %{:)’a) — \(a) 39();(;), a) (rearranging)

Which is precisely what we got above.
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(e) Example. Consider a constrainted utility-maximization problem:

max u(z,y) st. M >px+py, and x>0,y >0
.y

The associated Lagrangian is
L(z,y,\) = u(z,y) + A\[M — pya — pyy]

Assuming we have an increasing, strictly quasi-concave utility function, then the envelope the-
orem gives us several key results:

ou(x*,y*)  OL(z,y,\)

(differentiating w.r.t. M)

oM OM Tyt A
=A T* y* A (taking the derivative of L)

8 * *
U(;My : =X\ (evaluating at the optimum)

Thus, A* can be interpreted as the marginal utility of income; it measures how utility changes
as income changes. Somteims, A is referred to as the “shadow value” of income. From our
Cobb-Douglas utility example above, we can verify that this holds:

« 1— -
AN (M, pey py) = (ﬁ) ( a) (A" from above)

z by
.. a\® (1—a\"" L iy
u(z*,y* ) =M | — (indirect utility from above)
Dz Dy
oul- a 1— l1-«a
u(:) = <ﬁ> ( a) (differentiating w.r.t. M)
oM P Py

(f) Aside. Note that our envelope ideas hold for unconstrained maximization problems as well
as constrained. Minimization problems, furthermore, will produce envlelope theorem results
as well. Concepts such as “Roy’s Identity,” “Shephard’s Lemma,” and ”Hotelling’s Lemma,”
which we will encounter during our first-year sequences, are fundamentally envelope theorem
results.
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